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Abstract

Applications of collectively intelligent systems in a physical system can be simulated using a set of animat agents. Conventional programming methods aid expression of the physical spatial system but make it difficult to implement sophisticated reasoning capabilities. Artificial Intelligence languages are well suited to expressing agent reasoning but fare less well in systems of a very large number of agents and are also less well-suited to expressing spatial models. We report on some experiments using a combined approach whereby virtual reasoning engines including Prolog or similar reasoning and planning systems are “virtually-embedded” software components in a spatial simulation system. We report on some performance and scalability results and discuss the associated integration issues for very large-scale simulations where we can investigate emergent behaviours not otherwise attainable.
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1 Introduction

Many applications that make use of multi-agent system simulations require large numbers of agents involved. Managing all agent knowledge in such a way that agents can effectively reason about their own knowledge and local findings is not trivial to implement in a software framework, particularly when agents are modelled to have long term “memory” [15] or state.

In this paper we consider some specific tradeoffs involved in using a Prolog [11] or Prolog-like knowledge back-end for our agents and the various different configuration scenarios one can use when setting up such a system. We use the term “Virtually-Embedded Logical Reasoning” to emphasise the fact that we have not embedded within our simulation system any specific commercial implementation of the Prolog engine and that a single such engine can in fact be shared between all agents in our simulation. We discuss this idea in section 5.

While this paper is primarily concerned with the task of efficiently representing knowledge in general multi-agent simulations, the example that we use for discussion throughout this paper is a relatively simple animat [20] model. This model is discussed in section 4, but we believe our ideas are equally applicable to any simulation involving many agents that in-
habit a physical space such as computational physics simulations [5], traffic simulations or sensor network simulations [9].

2 Trails in The Animat World

In figure 1 we illustrate our general architecture for an animat agent. Other animat agents are encountered at locations during the animat’s travels through the environment. Each animat can make use of its own internal clock and memory of where it has been and what it has found so far. This internal state can be used as inputs to reasoning about deciding its subsequent behaviour and hence its output actions.

This notion forms the basis of many robotic control systems and models of simulated life-forms. The reasoning core of a system can be either a specifically coded set of instructions or a logical reasoning engine. In the “many animat” regime a simulation is particularly important as it is not yet economical to experiment with very large numbers of sophisticated hardware robots.

In this paper we are also interested in the interplay between different software coding and implementation styles – namely between mixing declarative knowledge base languages like Prolog with low level encoded instructions or behaviours that can be acted upon with genetic algorithmic operations. To fix ideas we first consider an animat in a two dimensional grid and we discuss some of the general ideas in terms of an animat “predator-prey” system of “rabbits and foxes”.

Figure 2 shows the trail left by an animat as it moves (possibly randomly) around the world. It has its own internal clock and might make one move or action every unit of time. It has its own frame of reference so its personal origin might be its original position at coordinates (4, 3). It encounters other objects or animats on its travels. It may record in its own memory that it encountered object A at position (x, y) and time t according to its own units and system of reference.

We need to consider the range of interactions inside our model. In our current simulation system, all species have the ability to perceive other animals up to a given radius. Beyond that, nothing can be perceived. One of the major implementation issues we have faced is that of how to efficiently code the potentially \(O(n^2)\) checking of animats in the system for proximity. Also, due to our current simulation being “memory-less”, knowledge of any animats that are identified as being nearby, but not close enough to take immediate action (i.e. prey being predated), is lost at the start of the next update cycle. We expect that the introduction of an animat memory will lead to interesting medium range interaction effects, such as prey actively avoiding predators, which will change the observed life-forms we have observed in previous studies [6].

One important question is that of an animat’s event horizon. How long is it reasonable for an animat to expect that the knowledge it has garnered will be
relevant to its current situation? Further treatment of this topic is beyond the scope of this paper; we are considering whether we need a temporal logic for an animat to be able to reason about agents at particular locations at particular times.

3 Animat Internal State

One possible model for the animat internal state uses the BDI (Belief, Desire, Intention) [17] formalism, which also supports specification of agent goals. There are relatively well theories in AI and distributed AI [4] to build upon in this area.

We can view belief as a relatively straightforward property that all agents can be imbued with so that animats are able to “see” or “perceive” other animats in the system that are within some radius of perception. In our animat model this information is used to judge whether to move closer to, or further away from, the other animats. The other major contributor to an agent’s beliefs is the external (fixed) environment. Changes in physical conditions, such as topology shape, terrain types, or even chemical concentrations, or signal strengths, can be perceived by appropriate agent sensors in simulations. All these pieces of information must be stored within some kind of knowledge database in order to decide upon an appropriate course of action.

In simple cases, such as searching algorithms, the goal is quite easy to express: stop searching when the target item has been found. However, in a more general case such as when simulating a large number of animats, desires (or goals) are possibly the hardest of all properties to express. For example, what does an animat predator (e.g. a fox) want? Does it want to keep its belly full? Does it want to reproduce as often as possible to increase the predator population? Even these two simplistic goals can be seen as conflicting: the more prey a predator eats the fewer there will be when it becomes hungry, and adding to the gene pool by reproducing will have the effect of introducing more competition for food.

We find it convenient to distinguish between long-term goals and short-term goals. For example, the prey in our example system (e.g. a rabbit) may just want to eat or reproduce. These two goals may be considered to be a long-term goal while a short-term goal might be to not be eaten by a predator through the action of running away. We might argue that it is not likely that when asked, a rabbit would specify the goal of running away as a particularly long-term goal.

An Agent’s intentions are effectively just the moves generated. So the animat has “B” as sensor data, “D” as the convolution of encoded behaviours (listed in section 4) and “I” as planned actions/outcome or moves/actions.

One of the most common examples of animat BDI systems is Russell and Norvig’s Wumpus program [19]. This example is popular because it is quite easy to discern the properties of the system and enumerate the moves available to the agent(s) inside the system at each timestep. Essentially the Wumpus system consists of a maze in which a Wumpus (deadly monster) lives, guarding some gold. The aim of the system is to retrieve the gold and return to the exit alive. There are environmental indicators when the agent is near either a pit (a breeze) or the Wumpus (a stench). Some systems also feature a “glimmer” indicator when the agent is near the gold.

When presented with an environmental indicator and information about the current position within the maze, the agent is able to traverse the maze, avoiding pits and the Wumpus, and hopefully locating the gold, before returning to the maze entrance. It is clear that to be able to do this, the agent must have some sort of memory in which it is able to store knowledge of both the path that has been previously taken, but also the environmental conditions (hazards) that have been identified along the way, which would make one path more appropriate than another.

Finally we draw attention to the fact that inside the Wumpus example neither the pits nor the Wumpus move between locations, although the Wumpus may be killed by (any) agent. Thus, when an agent in the Wumpus world encounters a given percept, that knowledge will be valid forever. This is a condition that does not hold in the more general case that we consider in this paper.

4 Microscopic Rules

We have constructed a predator-prey model [10, 13, 14] consisting of two distinct groups of animats: predators (known as “foxes”) and prey (known as...
“rabbits”). The animats exist on a flat grid which expands as they move out from the centre. More than one animat can occupy the same point and new animats (offspring) are placed at the same position as one of the parents. The global environment is controlled by a number of fixed parameters, for example how long a fox takes to get hungry, at what age a rabbit will die of old age, etc. These parameters were established in order to provide a stable model that will continue for several thousand time-steps [13]. An important parameter that directly affects animat behaviour is the perception radius, currently set to 80 pixels for foxes and 20 pixels for rabbits.

The model is initialised by placing a few animats randomly near the origin and each animat is provided with a fixed set of rules to govern its behaviour. At each time-step, each animat takes precisely one action by executing one rule decided upon by local conditions and the priority of the rules. The rules for the two types of animats are given in table 1.

The order of these rules is important. Each rule has a condition and if that condition is true, the rule is executed and any later rules will be ignored. Thus rule 0 has a higher priority than rule 1 and so on. For example, if a fox is not hungry and is adjacent to another fox but not adjacent to a rabbit, than rule 2 (breeding) will be executed and rules 3 and 4 will be ignored. Note that the conditions for rules 0 and 1 will be false in this case. The “move randomly” rule is a default and does not have a condition. Thus if none of the other rules are executed the animat will move randomly.

We have conducted experiments with changing the order of priority of the rules [8]. These experiments do not fall under genetic evolution as every animat is an exact clone of its parents. However, in each experiment, a different rule set was created by changing the rule priorities.

The model typically runs with large numbers of animats, for example 25,000 rabbits and 8,000 foxes by time-step 1000.

The predator prey model outlined above resulted in some fascinating emergent behaviour in which animats formed clusters and spirals. This behaviour is analysed in [6] and the type of clusters that result are classified in [7]. However, this behaviour only occurs when the model contains over 20,000 animats and is run for hundreds of time-steps. For this reason we are primarily interested in the run-time behaviour of readily accessible Prolog and Prolog-like systems when the knowledge base they have to maintain is of the order of 20,000 unique animats.

5 Reasoning Engines

It would be possible to employ any of the recent Prolog-derived logical planning systems but for simplicity we only describe our ideas in terms of a general Prolog-like system. Prolog itself is a logic programming language built around the notion of first-order predicate calculus: facts, and relationships between different facts can be stated and queries can be posed using those relationships to prove or disprove statements. Prolog was primarily developed for natural language processing but has found its way into most branches of Artificial Intelligence programming for its ability to goal-seek. Most Prolog implementations are based on the Warren Abstract Machine (WAM) [1] which provides a memory architecture and abstract machine.

Due to Prolog’s declarative knowledge-based nature, facts, such as Beliefs, are easily stored in a Prolog database, and providing it is possible to clearly define what is true and, by inference, what is not. Desires are able to be coded as a goal, which evaluates to true if the Prolog engine can satisfy all the constraints imposed by the predicates in the goal definition.

This has meant that simpler problems, such as the Wumpus example, above, can be coded to run under a Prolog engine with relative ease: the facts of the system (the percepts) are easily represented and the goal (find the gold and get out alive) are also easily represented. However, the same is not necessarily true for the types of simulations we are considering: as stated above, how does one define complete success for our animats?

While our current production simulation code is written in C/C++, we have implemented a version in Java for the purpose of graphical interactivity and Prolog experimentation. The approach we are taking is to combine the reasoning engine capabilities of Prolog with the imperative features of Java. This allows us to implement an efficient multi-agent update algorithm (and graphical display) using Java and a knowledge representation back-end with Prolog. We hope, that by combining both programming methodologies,
A fox will:
0 eat a rabbit if adjacent;
1 move towards a visible rabbit if hungry;
2 breed if adjacent to another fox;
3 move towards a visible fox if not hungry;
4 or move randomly.

A rabbit will:
0 move away from an adjacent fox;
1 breed if adjacent to another rabbit;
2 move towards another visible rabbit;
3 or move randomly.

Table 1: Rules for two types of animat - rabbits and foxes in our example predator-prey model.

we will be able to only use the most appropriate features of both systems, introducing few inefficiencies.

In the remainder of this section we consider two main approaches to implementing the multi-agent simulation systems under consideration. As in so many other situations, there are various trade-offs to be taken into account: it is more efficient to implement the (imperative) simulations management code in traditional C or C++? Is the 'knowledge' to be represented by the animats of sufficient complexity that it is beneficial to use a logic programming language such as Prolog?

We are primarily interested in free systems that can support upwards of 20,000 unique agents while still providing good run-time performance. Consider the very simple animat trail in figure 2: this animat has already moved 24 times in this snapshot and has encountered four objects in the world. If we only consider the predicates necessary to store knowledge of these objects, and each animat in the 20,000-strong system has encountered four objects, then this requires the Prolog reasoning system to be able to easily handle 80,000 predicates. Of course, this figure does not include the data necessary to represent an animat’s internal state nor the animat’s precise movement history. We use these figures as ball-park estimates of the predicates in our system for the purposes of testing.

Figure 3 shows two fundamental ways to link the simulation program manager with the prolog engine. In figure 3a) the factual database pertinent to a single animat is loaded and a move is generated. The facts are unloaded and facts relevant for the next animat are loaded into context. This way the prolog engine does not need to be concerned with an overly large database. There is however a latency that arises from the loading and unloading process. Because this approach uses a separate database of facts for each animat, it is a requirement that all facts (and rules)
common to the system under consideration must be replicated inside each database. Depending on the complexity of the simulation system, this may be a considerable overhead.

Alternatively, one can load all facts into the same database and let the WAM (Prolog engine) deal with the non-scalability. This case is illustrated in figure 3b), where the database is loaded once and before each animat's state can be updated a filter must be imposed to only take into account the facts pertinent to that animat. This approach does have the distinct advantage that the more general logic production rules and system facts do not have to be replicated for each agent, but it does add a slight complexity to the way in which individual animats' knowledge must be stored in order to make them apply only to one agent.

A third approach that we have trialled is to use a system such as CKIProlog [16], which is a Prolog-like library implemented completely in the Java programming language. The library implements a Prolog interpreter as a single first-class object; as such, one has the option of declaring a Prolog object inside either each animat or inside the simulation, this neatly implements the above two cases.

![Figure 4: Performance of the CKIProlog Java library when implementing models 1 and 2 in figure 3. The time to create 100,000 Prolog engines, and add to, and query all engines is less than 10 seconds; when compared with a simulation run that takes up to 24 hours for 1000 timesteps this is an acceptable overhead.](image)

Table 2 shows the representative times taken by the CKIProlog Java library to perform various simple operations on our multi-agent simulation systems, and graphed in figure 4. Times reported in the table, and shown on the graph, are in milliseconds, as recorded on a dual-processor G4 Macintosh. It is worth noting that in order to create 100,000 Prolog interpreters (Model 1) it was necessary to increase the default memory size of the Java interpreter, thus making this approach slightly less attractive, although this overhead is slight compared with the time taken when using a single Prolog interpreter.

The overwhelming result from the experiments reported in table 2 is that while there is a considerable memory overhead in maintaining a separate Prolog engine for each animat in our Java implementation, it is significantly faster to assert new facts and search the existing knowledge base for only one animat. The memory saved by only maintaining a single Prolog engine is dwarfed by the amount of time it takes to do a search when there are even 10,000 predicates in the system.

This agrees with our theory of optimising the most common case: that of having an animat decide what should be its next action based on its history. We are currently experimenting with a further hybrid approach of maintaining a small number of agents in the same Prolog engine so as to cut down on the amount of time spent in establishing the predicates and rules for the agents' physical systems. We anticipate this approach may also be useful when we update our model to pass on information to new 'young' animats created by parent reproduction in the process of model evolution.

In our initial investigations we looked at semi-commercial packages such as Minerva [12] but as the style of programming was quite radically different from the existing C/C++/Java implementations we have decided to stay with a package that provides Prolog as a language extension, rather than as a completely new programming style. In addition, even though Minerva is supposedly implemented in Java, we found the Java APIs to Minerva’s Prolog engine rather problematic, at best, and despite Java’s language independence, was reluctant to work properly on our Macintosh G4 machine. The performance figures we were able to obtain agree, in general, with those reported in table 2.
Table 2: Time (ns) to perform simple actions using the CKIProlog Java library: creating Prolog interpreters, adding assertions to the Prolog engine, and querying the Prolog engine. The creation time is constant for the single Prolog interpreter as there is only ever one instantiated. The time to query the single interpreter for 100,000 assertions took longer than overnight so the query was cancelled.

<table>
<thead>
<tr>
<th>number of animats</th>
<th>Prolog Interpreter/Animat create</th>
<th>query</th>
<th>Single Prolog Interpreter create</th>
<th>assert</th>
<th>query</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>39</td>
<td>4</td>
<td>13</td>
<td>39</td>
<td>7</td>
</tr>
<tr>
<td>100</td>
<td>66</td>
<td>33</td>
<td>55</td>
<td>39</td>
<td>58</td>
</tr>
<tr>
<td>1,000</td>
<td>614</td>
<td>199</td>
<td>199</td>
<td>39</td>
<td>206</td>
</tr>
<tr>
<td>10,000</td>
<td>1600</td>
<td>609</td>
<td>1587</td>
<td>39</td>
<td>7260</td>
</tr>
<tr>
<td>100,000</td>
<td>14736</td>
<td>8484</td>
<td>11202</td>
<td>39</td>
<td>1270826</td>
</tr>
</tbody>
</table>

6 Discussion and Conclusions

The convolution of declarative and reasoning engines in large-scale multi-agent simulation systems is an exciting area of research that we believe will show the way forward for many of the more complex problems facing researchers who wish to add more complexity into their simulations, while retaining their run-time efficiency.

There exist many off-the-shelf Prolog systems that allow the use of Prolog knowledge management and searching techniques with imperative languages (such as CKIProlog [16], JIProlog [3] and Minerva [12]) without having to incur significant overheads such as swapping process contexts. Applications Programmer Interfaces are provided to many systems, and some, such as CKIProlog, are already implemented in an imperative language and accessible by native programming code.

We have seen in this paper that while it is logically more elegant to only have a single Prolog engine that stores all the facts for a given system, the explosion in run-time access when the number of individual agents numbers more than 1,000 makes this approach infeasible. While it is more expensive, in terms of memory overhead, it is more efficient to maintain a separate Prolog engine for each agent in the system.

This new approach, incorporating Prolog with the existing Java/C/C++ code does not make the code any messier, although the model set-up time is increased because of the need to distribute out to all animats information on the physical bounds of their environment. Also somewhat tricky are the neighbour-checking routines that determine friend/foe proximity.

The next logical step for this work is how we can use this approach to implement self-modifying rules for our animats to “breed a better animal” and pass some (limited) knowledge on to future generations of predators or prey.
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